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Abstract. Big Data analysis has played a great role in extracting valu-
able insights from a vast amount of data, which can help companies make
better business decisions and gain significant benefits. This paper inves-
tigates a Big Data based solution which applies the K-means clustering
algorithm integrated with RFM analysis in a Spark processing pipeline
for customer segmentation. Spark plays as a primary tool to deploy the
entire experimentation process into a pipeline for automation, reusabil-
ity, scalability, and enhanced computational power and speed for large
datasets. The experimental results indicate the algorithm’s effectiveness
in consumer segmentation with the proposed Big Data based model.
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1 Introduction

The focus of many companies is to provide the best products and services to
attract attention in the market. Each customer has different preferences due
to variations in age, gender, and other personal factors. Purchasing behavior is
a significant indicator that helps determine customer’s preferences. To achieve
this, they must find the way to classify customers with similarities into segments.
Customer segmentation based on their direct or indirect interaction behavior
with the company can be challenging due to the difficulty in selecting key features
that highlight the interactions [1], [3], [9].

RFM model that refers to the three key features of Recency, Frequency, and
Monetary value has been considered as an effective technique to expose valuable
insights of customers’ behaviors [2]. Some studies have addressed that apply-
ing the K-means algorithm combined with the RFM model can be a promising
solution for customer segmentation [1],[4],[10].

With the continuous growth of generated data, it is crucial to deploy a ma-
chine learning based segmenting model in a Big data system. Hadoop [8] and
Spark [11] are among best Big data storage and processing technologies. In this
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study, we propose an automatic, engaged machine learning based customer seg-
mentation solution developed by Spark application framework while costumer
data are stored in the HDFS storage.

The rest of the paper is organized as follows. Section 2 presents the back-
ground and the methodology of our proposal. Section 3 addresses the experi-
ments and output results with discussion. Finally, Section 4 makes the conclusion
for the study.

2 Methodology and Proposal

2.1 RFM analysis

The RFM analysis is based on the three factors of recency, frequency, and mon-
etary value. The frequency (the times a costumer purchases or visits) and mon-
etary value (the intention of a customer to spend) affects a customer’s lifetime
value while recency (the time since the last visit or purchase) indicates a measure
of the engagement.

The RFM model plays an important role to get perceptive insights into cus-
tomers and rank them into specific segments, which help marketers target cus-
tomers with messages and offers that best match their relationship with a brand.
Using RRM scores, a brand can specify such customer RFM segments as cham-
pion, best spender, loyalty, or at-risk, and so forth.

2.2 K-Mean clustering algorithm

K-Means is an widely used unsupervised learning algorithms to discover relation-
ships among data features and group them into clusters that exhibit similarity
and meaning. The main concept of K-Means is to partition the data into K
distinct clusters, where K is predetermined. The K-Means algorithm utilizes the
Euclidean distance metric to calculate distances between vectors in the feature
space. The steps of K-mean clustering are illustrated in Fig. 1.

Fig. 1: K-Means clustering
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2.3 Spark framework

Spark framework [11] plays the role as a high-performance, unified, memory-
based processing engine for big data. Spark provides numerous processing ser-
vices in parallel for big data, ranging from preprocessing task, analytics, to ma-
chine learning modeling. Spark uses three data API so-called RDD (Resilient
Distributed Dataset), DataFrame, and DataSet for various types of input data.
In addition, it is straightforward to convert between two types of Spark data.
That makes it suitable to develop a complete and automatic application that
carries out different stages of data processing and yields the expected outcomes
of customer segmentation.

2.4 HDFS

HDFS (Hadoop Distributed File System) [8] is a highly available distributed data
lake that can store various types of data. Inside HDFS, data are split into blocks
and stored across the whole computer cluster with replication. The replication
mechanism in HDFS with the default factor of 3 guarantees the high availability
for data. As Spark runs on top of Hadoop framework, it is convenient to store
our data inside HDFS.

2.5 Proposed model

The unified machine learning model developed by Spark and integrated in a
processing pipeline is illustrated in Fig. 2 . In what follows, all process steps will
be described.

Fig. 2: The proposed analysis model

Data Preprocessing: After being fetched from the HDFS storage, data
are pre-processed to ensure clean data that meets the input requirements of the
model, such as removing noise, errors, and missing values. The three features of
Recency, Frequency and Monetary value are derived in this step.

Feature Engineering: After pre-processed, some remaining issues with
data discrepancies and uneven distribution have been observed. These need to
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be addressed and adjusted to reduce model bias during training on this dataset.
We have applied Box-Cox [6] transformation method. It is noted that to use this
technique, the numerical values must be positive.

Training and validating model: In our Spark based model, K-Means
clustering algorithm is applied to segment customers using the three features of
RFM. The most critical task in deploying the K-Means algorithm is selecting
the initial number of clusters K, to optimally partition the data into groups.

To address this, two techniques called the Elbow method [5] and Silhouette
score [7] have been applied to achieve the appropriate value of K. Elbow method
aims at computing the cost function by calculating the sum of squared distances
from each data point to its nearest cluster centroid. The optimal number of clus-
ters is identified at the elbow point on the curve plot, where the cost function
begins to decrease more slowly. On the other hand, Silhouette score uses a graph-
ical representation to succinctly present the degree of classification, measuring
the optimality when an observation or data point is assigned to any cluster.
The Silhouette score ranges from -1 to 1, where values reaching 1 indicate rel-
atively well-defined clusters, and conversely for values closer to -1. Silhouette
score however has limitations when data lacks clear structure or clusters have
uneven sizes, which drives us to use it in a combination with the Elbow method
for more reliable evaluation.

Model Deployment: After determining the appropriate cluster number K,
the model is deployed to segment customers and provide the report of outcomes.
The results then can be used by marketers to generate better offers and services
for their customers.

3 Experimental Results and Discussion

3.1 Data Preparation

The dataset used in this study was collected from an online retail e-commerce
website in the UK in the period between 2010 and 2011. The dataset has a size of
approximately 2 GBytes and includes information such as purchase quantities,
purchase dates, etc. The first five samples of the dataset are shown in Fig. 3.

Fig. 3: Customer datasets

The data is passed through the Data cleaning stage to fix and remove incor-
rect or missing data. The three features of RFM are also derived in this stage.
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(a) Distribution of RFM features

(b) Normalized RFM features

Fig. 4: Data normalization using Box-Cox

Given in Fig. 4a, all three features do not follow normal distribution, which may
cause serve problems for learning such as biased performance, imbalanced classes,
inaccurate statistical measures and so forth. We apply the Box-Cox method for
feature engineering, which successfully reshapes likely normal distributions as
shown in Fig. 4b.

3.2 Training model and validation

The Elbow method and Silhouette methods analysis have been used to determine
an appropriate number of cluster K. The Elbow method (Fig. 5) suggests that
data should be grouped in 5 clusters.

Applying Silhouette scoring method verifies the outcome of Elbow method.
Fig. 6 shows that all five clusters pass the threshold score (the red straight line),
which indicates that all clusters are well-defined. As a result, K = 5 is the most
appropriate cluster number for the considered dataset.

3.3 Model deployment

With the optimally chosenK = 5, the proposed model is deployed to classify cus-
tomers in segments. Fig. 7 plots the customer segments from the input dataset.

It addresses that the pink cluster show the best customer segment with a
high lifetime value (high frequency and monetary) and engaged relationship
(low value of recency). The loyal and faithful customers is grouped in the blue
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Fig. 5: Elbow method

Fig. 6: Clusters vs. Silhouette score

and yellow segments where the monetary value and frequency are moderate yet
the recency is relatively low.

Orange group shows a segment of customers who had high number of times
interacting with the market but neither spend much for the products nor engage
with the market lately. Therefore they might be at risk of churn. Purple cluster
indicates a group of customer with a far interaction (high recency) and low
purchase frequency. Likely not having engaged with the business recently and
spent less money, these customers have the most loose relationship with the
market.

In addition, we plot the clusters achieved from data without feature en-
gineering in Fig. 8 for comparison. It is evident that the algorithm struggles
significantly with data that does not adhere to a normal distribution, greatly
affecting the model’s effectiveness.
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Fig. 7: Customer segments with K = 5 clusters

Fig. 8: Customer segments without feature engineering techniques

4 Conclusion

This study utilizes the Spark framework to construct a complete pipeline for a
machine learning model that performs the customer segmentation. In the pro-
posal, we adopt K-means clustering algorithm combined with the RFM model
for customer segmentation tasks. Experimental results demonstrated that our
model effectively classified and identified meaningful customer groups from the
dataset. The outcomes also emphasized the importance of feature engineering on
numerical data for optimizing model performance. It should be noted that the
RFM model may not capture all aspects of customer behavior, such as personal
preferences or browsing behavior, which could provide a more comprehensive
view of customer segments. In future, more data aspects traced from production
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industries should be taken into account of study. Moreover, K-means clustering
may struggle with non-spherical clusters, which affects on the segmentation ac-
curacy. Though beyond the scope of this research, other clustering algorithms as
DBSCAN, Hierarchical Clustering, or deep learning models should be considered
for comparison.
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